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Abstract: Frequency doublers are widely used in high-resolution spectroscopy to shift the
operation wavelength of a laser to a more easily accessible or otherwise preferable spectral region.
We investigate the use of a periodically-poled lithium niobate (PPLN) waveguide frequency
doubler in an optical clock. We focus on the phase evolution between the fundamental (1396 nm)
and frequency-doubled (698 nm) light and its effect on clock performance. We find that the
excess phase noise of the doubler under steady-state operation is at least two orders of magnitude
lower than the noise of today’s best interrogation lasers. Phase chirps related to changes of
the optical power in the doubler unit and their influence on the accuracy of optical clocks are
evaluated. We also observe substantial additional noise when characterizing the doubler unit
with an optical frequency comb instead of using two identical waveguide doublers.

© 2019 Optical Society of America under the terms of the OSA Open Access Publishing Agreement

1. Introduction

State-of-the-art optical clocks reach instabilities below 10−16/
√
τ/s as well as fractional systematic

uncertainties of about 10−18 [1–7]. Transportable optical clocks have gained in importance
as they offer flexible measurement locations and thus allow applications in new fields such as
chronometric leveling for relativistic geodesy [8, 9]. The instability of the best optical clocks is
typically limited either by the clock laser frequency noise due to the Dick effect [10,11] or by
quantum projection noise [12], which both are linked to laser noise and coherence properties.
Clock lasers are usually based on lasers pre-stabilized to ultrastable reference cavities. The
stability of these cavities is fundamentally limited by thermal noise of their mirror coatings [13].
To push this limit, cavities are operated at cryogenic temperatures [14], extended in length [15,16],
or fitted with crystalline mirror coatings [17]. State-of-the-art ultra-stable silicon cavities reach a
fractional frequency instability of 4 × 10−17 [14]. These silicon cavities have to be operated in
the spectral region of 1.5 µm. The same holds for crystalline mirror coatings which are currently
only available in the infrared (IR) spectral region, as GaAs/AlGaAs-based crystalline mirror
coatings are highly absorbing for visible light. The frequency stability of an ultrastable laser
based on silicon cavities or on these mirrors must thus be transferred to the spectral region of
interest either via an optical frequency comb [18,19] or directly by harmonic generation. Here,
the effect of the transfer process on the laser’s phase must be considered carefully. Excess noise
may degrade the clock laser stability or compromise the clock accuracy via phase chirps caused
by intensity modulation.
We investigate the conversion of 1396 nm radiation to the clock transition frequency of

strontium (Sr) at 698 nm by a compact and robust second-harmonic generation (SHG) module.
This subharmonic wavelength allows the use of a reference cavity with crystalline mirrors, and
thus superior frequency stability at a given length of the cavity. It is part of a transportable clock
laser system based on a 20 cm-long cavity with a thermal noise floor of 1 × 10−16 for PTB’s
transportable optical clock [20]. The SHG module is a commercial fiber-to-free-space doubler
(NTT Electronics) based on a PPLN waveguide.

Several physical effects can cause excess noise of a SHG module. Amplitude-to-phase
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Fig. 1. Schematic sketch of the experimental setup used to determine the excess phase
noise of two second-harmonic generator (SHG) modules. BS: beam splitter, DM: dichroic
mirror, PD: photodiode, AOM: acousto-optical modulator, f /2 frequency divider, DDS:
direct digital synthesizer, M: frequency mixer, FPGA: field-programmable gate array. FC:
fiber coupler.

conversion originates from changes of the differential refractive index of the SHG material
due to the induced temperature fluctuations. They can also be caused by the Kerr effect, i.e.,
intensity-dependent phase shifts, based either on the material’s inherent nonlinear susceptibility
χ(3) or that resulting from cascaded χ(2) processes [21]. A more fundamental limit is caused by
thermal noise as described in [22].
Within this paper, we characterize excess phase noise and chirps introduced by the SHG

module by comparing the outputs of two identical modules and discuss our results (section 2). In
section 3, we present the results of a similar measurement using frequency transfer via an optical
femtosecond frequency comb. The implications of our findings on clock performance when
using a simple setup for a path length stabilization are discussed in section 4.

2. Phase noise measurement using two SHG modules

2.1. Experimental setup

Excess phase noise between fundamental and doubled light is analyzed by beating the fundamental
and second harmonic waves of two SHG modules with each other as shown in Fig. 1. Besides
laser noise and noise from the acousto-optical modulator (AOM), excess noise can result from
uncompensated optical path length fluctuations. Our setup enables us to strongly suppress these
contributions by using the fundamental light (1396 nm) transmitted through the doublers along
with the second harmonic light (698 nm): fundamental light from the cw laser with frequency

νL(t) = ν0 + ∆ν(t), (1)

where ν0 is themean laser frequency and∆ν(t) is its frequency noise, is split at beam splitter 1 (BS1)
and fed to two fiber-coupled SHG-modules. One path is frequency-shifted and power-controlled
by an AOM with a radio frequency (rf) of f0 and frequency noise ∆ f (t). Therefore, the
fundamental light entering the second SHG module has the frequency

ν′L(t) = ν0 + ∆ν(t) + f0 + ∆ f (t). (2)
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The fundamental and second-harmonic beams overlap at the SHG modules’ outputs. The beams
from both SHG modules are superimposed on the beam splitter BS2. The two wavelengths are
then separated using a dichroic mirror (DM). The beat frequency fIR at photodiode (PD) PDIR
between the fundamental beams is given by the AOM’s frequency and noise.

fIR = ν′L − νL = f0 + ∆ f (t) (3)

Likewise, the beat frequency fred at PDred is

fred = 2(ν′L + ∆νSHG, 1) − 2(νL + ∆νSHG, 2) = 2 f0 + 2∆ f + 2∆νSHG, 1 − 2∆νSHG, 2, (4)

where ∆νSHG, 1 and ∆νSHG, 2 denote the noise caused by the cw SHG modules. While the laser
noise ∆ν cancels out for both beat signals, ∆ f , ∆νSHG, 1 and ∆νSHG, 2 remain. The detected
beat frequency fred is divided by two. Both beat signals are mixed down to 5 MHz using a
DDS referenced to a hydrogen maser. An FPGA digitizes the 5 MHz inputs with a sample rate
of 100 MHz and records the differential phase evolution of the input signals, from which we
calculate the combined phase noise power spectral density (PSD). The noise contribution ∆ f
cancels out, while ∆νSHG, 1 and ∆νSHG, 2 persist and lead to the differential frequency noise

∆νexc = ∆νSHG, 1 − ∆νSHG, 2. (5)

Phase noise caused by path length fluctuations is subdivided in three parts of the setup: The
noise caused by path length fluctuations between BS1 and the SHG modules enters in the same
way as ∆ f and thus cancels out. Secondly, between the SHG modules and DM, the red and IR
beams propagate in common path. Therefore, path length fluctuations affect the two wavelengths
in an equivalent fashion except for negligible dispersion effects and cancel, too. Thirdly, between
DM and PDs, the red and IR beams, respectively, propagate on a common path. Hence, the path
length fluctuations are equal in each pair of beams and thus cancel in the beat signals on the PDs.
Note that differential delays between separated path segments causes noise suppression to break
down for frequencies similar to or above the inverse time delay. In addition, some noise, e.g.
caused by ambient temperature fluctuations, is common-mode and thus rejected in this setup,
while it can be an issue for the optical clock setup, which is discussed in section 4.

In short, the setup shown in Fig. 1 allows us to measure the phase noise between fundamental
and frequency-doubled light of our SHG modules while laser noise, AOM noise, and noise
caused by path length fluctuations are rejected.

2.2. Phase noise measurement

We first characterize the electronic noise of the experimental setup by replacing the PDs by two
synthesizers, which are referenced to a hydrogen maser and set to the same frequencies and
output power levels as the beat signals detected by the PDs. The result is shown in Fig. 2 (green
line). Additional detection noise from photon shot noise is expected to result in a white phase
noise floor at about 5 · 10−11 rad2/Hz.
The PSD of the measured excess frequency noise ∆νexc is shown in Fig. 2 (blue curve) along

with the PSD of the laser locked to PTB’s silicon cavity (red line) [14], which is one of the most
stable lasers today. ∆νexc is considerably below the laser noise. Thus, the frequency conversion
does not degrade the laser performance. Frequencies below 10 Hz are particularly relevant
for optical clock operation because of their influence on the clock instability due to the Dick
effect [6, 11]. The PSD of the excess noise ∆νexc is 4 · 10−5 rad2/Hz at a frequency of 0.1 Hz
and decreases to 1 · 10−9 rad2/Hz at a few Hz, where it reaches the electrical noise floor. For
frequencies of a few hundreds of hertz, additional noise matching the expected photon shot noise
floor is observed.
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Fig. 2. Power spectral density (PSD) of the electronic noise of the experimental setup (green
line), PSD of phase noise between fundamental and doubled light of SHG modules ∆νexc
(blue line), and PSD of laser noise of a laser stabilized to PTB’s silicon cavity (red line) [14].

Our results yield a limit on doubler-induced phase noise that is lower than a comparable
characterization by Delehaye et al. [23] by at least 13 dB for frequencies smaller than 1 Hz and
by two to four orders of magnitude for frequencies between 1 Hz and 10 Hz. Delehaye et al.
investigate the phase noise of a SHG module at 871 nm, also manufactured by NTT Electronics.
The authors of that study suggest differential path length fluctuations related to the use of an
acousto-optic modulator (AOM) as an additional source of noise. There, the AOM was placed
behind the SHG module rather than in front of the SHG module as in our setup. The noise power
spectral density observed in [23] would indeed pose a limitation for state-of-the-art lasers such
as [14].
Yeaton-Massey et al. [22] investigates the relative frequency fluctuations in SHG of a

periodically poled potassium titanyl phosphate (PPKTP) crystal at 1064 nm. Our resulting phase
noise PSD is approximately one order of magnitude below the phase noise PSD at 1064 nm
calculated from the frequency noise given in [22] for frequencies between 0.1 Hz and 10 Hz. As
different SHG devices are used, a comparison is reasonable only to a limited extent.

Our measurement shows that the phase noise PSD of the SHG module is at least two orders of
magnitude lower than today’s best clock lasers [14] for frequencies lower than 10 Hz.

3. Phase noise measurement using a frequency comb

3.1. Experimental setup

Frequency combs can be used for stability transfer where SHG is not feasible. They also offer
greater overall flexibility in the choice of spectral region, especially in case of stability transfer
from a single master laser to multiple laser frequencies.
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Fig. 3. Schematic sketch of the experimental setup to determine the excess phase noise of a
second-harmonic generation (SHG) module and a frequency comb. BS: beam splitter, DM:
dichroic mirror, DG: diffraction grating, PD: photo diode, tracker: narrow-band filter (band
width 500 kHz) and amplifier consisting of a phase-locked loop using a voltage-controlled
oscillator that follows the input frequency, PFC: phase frequency comparator, AOM: acousto-
optical modulator, f /2 frequency divider, DDS: direct digital synthesizer, M: frequency
mixer, FPGA: field-programmable gate array, FC: fiber coupler.

Therefore, we investigate the phase noise between fundamental and frequency-doubled light as
shown in Fig. 3, by beating the SHG module’s output with the light from a frequency comb in a
transfer oscillator setup [24]. Within this scheme, the comb itself is not optically locked and its
modes have individual line widths of up to 100 kHz. In contrast to the previous section, tracking
oscillators, which follow the frequency and phase within the bandwidth of their phase-locked
loop, are required because the beat notes now have lower signal-to-noise ratio. This is due to the
limited comb line power and particularly due to spatial mode mismatches between the output of
the SHG module and comb’s output (see below). The cw laser is locked to the comb with a low
bandwidth so as to keep all beat notes in their respective detection windows. The frequency of
the nth comb line is described by

νn = νCEO + ∆νCEO + n( frep + ∆ frep), (6)

with |νCEO | < frep, where νCEO is the carrier-envelope offset (CEO) frequency and ∆νCEO its
noise, n is an integer, frep is the pulse repetition rate, and ∆ frep its noise. The fundamental comb
around 1560 nm is broadened in a highly nonlinear fiber to 1396 nm and beyond, from which
a comb spectrum around 698 nm and with a width of approximately 3 nm is generated using
a free-space-coupled PPLN crystal. A comb line near 698 nm is generated by sum frequency
generation (SFG) from all suitable comb line pairs within the phase matching bandwidth of the
PPLN crystal. The spectrum of the visible light νm is described by

νm = 2 × (νCEO + ∆νCEO) + m( frep + ∆ frep) + ∆νSFG, m. (7)

Similarly to the discussion in section 2, comb noise, laser noise, AOM noise and noise caused
by path length fluctuations cancel out. Only the doubler noise ∆νSHG, 1 and noise caused by
generating the visible light from the IR comb spectrum, ∆νSFG, m, persist in the differential phase
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Fig. 4. Power spectral density (PSD) of the electronic noise of the experimental setup (green
line), PSD of phase noise from the comb measurement (blue line) and the SHG module
measurement in section 2 (light blue line), PSD of laser noise of a laser stabilized to PTB’s
silicon cavity (red line) [14]

evolution. Thus, the excess noise

∆νexc, 2 = ∆νSHG, 1 − ∆νSFG, m (8)

is similar to Eq. (5).

3.2. Phase noise measurement

We use the setup shown in Fig. 3 to characterize the intrinsic electrical noise of the experimental
setup as well as the phase noise between fundamental and frequency-doubled light, as in section 2.
We expect a white phase noise floor at about 10−7 rad2/Hz caused by photon shot noise.

The electronic noise of the experimental setup is shown in Fig. 4 (green line). The measured
PSD of ∆νexc, 2 is shown as a blue line, along with the noise level of the silicon-cavity locked
laser (red line) for comparison. The PSD of the excess noise ∆νexc, 2 is a few 10−4 rad2/Hz at a
frequency of 0.1 Hz and reaches a white phase noise floor of 10−7 rad2/Hz at a Fourier frequency
of 10 Hz, which is negligible for clock operation. The noise floor matches the expected level
caused by photon shot noise.

The observed phase noise ∆νexc, 2 between fundamental light and doubled light in steady-state
operation does not limit the clock laser stability for today’s best clock lasers but is significantly
higher than the PSD observed in our comparison of two SHG modules (light blue line in Fig. 4)
as well as significantly higher than the PSD of a stability transfer measurement with an optical
comb in [18], which is only comparable to a certain extent as the measurement in [18] does
not include tracking oscillators or sum frequency generation. We conclude that the additional
noise in the measurement is caused by the comb or the electronic signal processing. At Fourier
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Fig. 5. Sketch of a simple path length stabilization including a second harmonic generation
(SHG) module. RM: reference mirror BS: beam splitter, AOM: acousto-optical modulator,
DM: dichroic mirror, PD: photo diode, Ref.: 100MHz reference signal PFC: phase frequency
comparator, VCO: voltage-controlled oscillator, DDS: direct digital synthesizer.

frequencies of a few Hz, the excess noise ∆νexc, 2 is only an order of magnitude below the noise of
the Si-cavity stabilized laser. With the next generation of ultra-stable cavities outlined in [14], the
limitation of stability transfer by a comb in this spectral region will become highly relevant for
clock operation. The higher phase noise PSD of this measurement could result from amplitude
to phase noise conversion in the sum frequency generation in the comb, by imperfect suppression
of the comb’s frequency noise in the transfer scheme, or by imperfect phase following of the
tracking oscillators. Another reason could be residual differential path length fluctuations, as the
IR light exiting the SHG modules is not collimated. Therefore, the overlap with the comb light is
poor and the common path propagation is degraded. The overlap of IR light between two SHG
modules may be better as both beams have similar divergences. The poor mode overlap does
give rise to the increased photon shot noise floor in the comb measurement compared to the cw
comparison in section 2.

4. Light pulse generation with frequency doublers

For practical reasons, optical fibers are used to transfer light from a clock laser to the atomic
reference of an optical clock. Optical path length stabilization is indispensable to achieve
fractional frequency instability below 1 × 10−16 [25]. A simple path length stabilization as
shown in Fig. 5 is of particular interest using PPLN frequency-doublers in transportable systems.
Here, fundamental light reflected from a DM, for example the lattice retroreflection mirror in a
lattice clock, is used for path length stabilization. Laser pulses for interrogation are generated by
modulating the power of the fundamental wave in this scheme. Therefore, phase shifts between
the fundamental and the frequency-doubled light, in particular in response to strong intensity
modulations, cannot be compensated by this path length stabilization. These are critical as they
result in a systematic frequency shifts of the clock.

We investigate the SHG module’s response to step-like power changes using the same setup as
in section 2 (see Fig. 1) and estimate the related error for typical operation conditions of optical
clocks. Investigating these errors is important since, in contrast to the first sections of the paper,
the effects discussed here not only add noise that can be compensated by additional averaging
time but may introduce systematic offsets that falsify the measurement results. We change the
input power of the SHG module by steps ∆PIR between 1 mW and 6 mW every 50 s using the
AOM shown in Fig. 1. Stepping the input power results in a differential step in the absolute
phase between fundamental and frequency-doubled light and transient oscillations of about 1 ms
shortly after the power steps. The step in absolute phase results from power to phase conversion
in our measurement electronics (in particular mixers and the frequency divider). The transient
oscillations result from the frequency divider. Therefore, both are electronic artifacts and can be
neglected if the relevant elements are not present in the actual path length stabilization setup.
To assess possible effects on clock operation, we consider potential settling of the phase
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Fig. 6. Schematic sketch of the phase difference between fundamental and frequency-doubled
light (blue line) in response to a input power step (red line).
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difference over an extended period of time. Such an effect can originate from a variation of
absorbed optical power and thus crystal temperature via the dependence of the refractive index
on the temperature. In the simplest case, a step in optical power load ∆PIR at t = 0 causes a
phase response normalized to ∆PIR of

∆φsettle(t) = A(1 − e−t/τ). (9)

We evaluate the phase response using a series of measurements with power steps of different
magnitude. For each event, we compute the phase differences ∆φ′(t, t ′0) = [ϕ(t+ t ′0)−ϕ(t

′
0)]/∆PIR

for various durations t (see Fig. 6). We choose a reference time t ′0 = t0 + 25 ms after the power
step (at t0) for our analysis to exclude the fast transient. Fig. 7 shows the mean values of ∆φ′(t, t ′0)
(black diamonds) and their uncertainties. Following Eq. (9), we fit ∆φ′(t) = A′(1 − e−(t−t

′
0)/τ) to

the data (red line). We find A = 56(28)×10−5 rad/mW and τ = 0.21(14) s, where A = A′e(t
′
0−t0)/τ .

We expect to find different influence on Rabi and Ramsey spectroscopy owing to the differences
in typical pulse duration, pulse powers and sensitivities to phase chirps. Rabi spectroscopy
consists of a single π-pulse of the duration Tπ with up to a few seconds length which requires
low laser power. In contrast, Ramsey spectroscopy consists of two π/2-pulses of duration Tπ/2
separated by the dark time of duration Td. While the latter can be several seconds long, the
excitation pulses are typically short (Tπ/2 ≈ 1 ms). Therefore, high laser power is required. For
more details, see [10, 26] among others. The phase evolution expected during Rabi spectroscopy
and Ramsey spectroscopy, respectively, are schematically shown in Fig. 8. Note that, in the
case of Ramsey spectroscopy, the phase returns to its zero-power value following Eq. (9) with
the same time constant τ during the dark time and thus starts from a non-zero value during the
second pulse.
To illustrate the phase amplitude for realistic operating conditions of an optical clock, we

estimate the required power at the fundamental wavelength for the E1 transition in a strontium
lattice clock: The laser power at 698 nm required for a π-pulse of duration Tπ is given by [27]

Pred =
π4hν3w2

0
3Akic2 × T−2

π (10)
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Fig. 9. Fractional frequency shift ∆y caused by phase evolution during Rabi interrogation
with a duration Tπ = T (blue line) and for Ramsey interrogation with dark time Td = T and
Tπ/2 = 1 ms, for a conversion efficiency η = 3.8 W−1 and a waist radius w0 = 100 µm. Note
that ∆y is approximately proportional to w0.

if we assume that the waist radius w0 of the beam is much larger than the extent of the atomic
sample. For our analysis, we use a realistic value of w0 = 100 µm. In Eq. (10), ν ≈ 429 THz is
the transition frequency, Aki = 69(19) × 10−4 s−1 [28] the Einstein A coefficient of the 1S0 →

3P0
transition in strontium, h the Planck constant, and c the speed of light in vacuum. We derive the
required fundamental power using Pred = ηP2

IR with doubling efficiency η. We use a doubling
efficiency η = 3.8 W−1, which is typical for this SHG module. Note, however, that we have
observed variations between 1 W−1 and 7 W−1 in doubling efficiency for different modules.

To evaluate the clock errors due to the phase response we have to take into account the phase
sensitivity of the different spectroscopy types. Thus we numerically integrated the Schrödinger
equation to calculate the change of excitation probability ∆p caused by the phase evolution shown
in Fig. 7. For a Rabi pulse of length Tπ at half a line width detuning, the resulting fractional
frequency shift ∆y = ∆p/(π ν Tπ 0.604) [10] is shown in Fig. 9 (blue line) as a function of
interrogation time Tπ . For realistic interrogation times Tπ > 100 ms it is at least one order of
magnitude below the systematic uncertainties achieved by optical clocks at present [1, 3]. For
Ramsey spectroscopy, we follow the same procedure an take into account the non-zero initial
phase of the second pulse (see Fig. 8 red line). Fig. 9 (red line) shows the resulting fractional
frequency shift ∆y = ∆p/(π ν[Td + (2 − 4/π)Tπ/2]) [10] as a function of dark time Td for a
realistic π/2-pulse duration Tπ/2 = 1 ms. Therefore, frequency shifts resulting from stepping
the fundamental beam’s power in the scheme shown in Fig. 6 are below state-of-the-art clock’s
uncertainties for Rabi and Ramsey spectroscopy.
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5. Conclusion

Our analysis of phase noise from a PPLN frequency doubler under steady-state conditions
gives a limit on doubler-induced phase noise at frequencies smaller than 10 Hz, which is at
least 13 dB lower than that of a previous characterization [23]. It shows that no limitation of
laser performance due to differential phase noise of the SHG module is to be expected in the
foreseeable future (i.e., until ultrastable lasers reach frequency instability on the order of 10−19)
and an optical path length stabilization on the fundamental wavelength can be employed. Our
phase characterization with a femtosecond frequency comb results in significantly higher phase
noise, which we attribute to the comb or to rf signal processing associated with the comb. For
the next generation of clock interrogation lasers, this may become a limiting factor in stability
transfer. Furthermore, we have discussed the influence of laser power-induced phase chirps on
clock operation in the case of a simple path length stabilization. Resulting frequency shifts can
be constrained to below 10−19 and thus below today’s clock uncertainties.
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